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Title: 	Miscellaneous Corrections of Key Issues
Document for: 	Approval
Agenda Item: 	19.15
[bookmark: _Hlk91784932]Work Item / Release:	FS_AIML_CN / Rel-19
Abstract of the contribution: This contribution proposes miscellaneous corrections of Key Issues.
[bookmark: _Hlk513714389]1	Discussion
There are several editorial and unclear components in the key issues, such as the incorrect use of capitalization and unclear language. Therefore, this contribution aims to address and resolve these issues.
2. Proposal
It is proposed to do the following modifications to TR 23.700-84.
Start of Change 
[bookmark: _Toc157534612][bookmark: _Toc157747888]5.2.1	Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
This key issue aims to provide solutions for whether and how to consider enhancements to support AI/ML based pPositioning for cCases 2b, 3b as defined in TR 38.843 [6], which will investigate the following aspects:
-	Study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model model consumer gets the trained AI/ML model;
-	How theWhich entity acts as the Model model consumer that will uses the trained model to perform inference and/or derive UE position;
-	Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning.
-	Whether and how to support Direct AI/ML positioning with additional 5GC enhancements.
-	How to monitor model performance for ML models used for Direct AI/ML based positioning.
NOTE 1:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
NOTE 2:	What data to be collected for the model training/model inference/model performance monitoring for LMF-sided model needs to be coordinated with RAN WGs.
[bookmark: _GoBack][bookmark: MCCTEMPBM_00000024]NOTE 3:	Any potential impacts for case 1/2a/3a in TR 38.843 [6], are out of the scope and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in TR 38.843 [6].
Next Change 
[bookmark: _Toc157534614][bookmark: _Toc157747889]5.2.2	Key Issue #2: 5GC Support for Vertical Federated Learning
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.
In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, Federated federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).
Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.
Next Change 
[bookmark: _Toc157534616][bookmark: _Toc157747890]5.2.3	Key Issue #3: NWDAF-assisted policy control and QoS enhancement
The NWDAF can gather quite a lot of data from 5GC NFs, AF and OAM and thus may further assist the PCF in making PCC decisions (which traditionally determine QoS parameters based on its own data and knowledge as well optional statistics and predictions collected from the NWDAF).
This Key key issue aims to study whether and what is additionally needsed to be supported in order to enhance 5GC NF operations related to policy control and QoS with the assistance of the NWDAF.
In this key issue, the following aspects will be studied:
-	Identification of use cases where policy control and QoS can be further enhanced with assistance from NWDAF.
-	Whether and how to introduce new 5GC functionality e.g. of the NWDAF and/or PCF to enhance the policy control and QoS, considering operator's policies.
-	Whether and what additional input information is needed by the NWDAF for providing an assistance to policy control and QoS, and how to gather it.
-	Whether and what output information, on top of already provided, the NWDAF can provide to assist with policy control and QoS enhancements.
- 	Whether and how to evaluate the quality of the enhanced NWDAF assistance to policy control and QoS.
NOTE 1: 	The study will focus primarily on existing enforcement mechanisms when available and identify new ones only when no existing ones can be used.
Next Change 
[bookmark: _Toc20300][bookmark: _Toc13499][bookmark: _Toc42778927][bookmark: _Toc43393004][bookmark: _Toc31296319][bookmark: _Toc31448644][bookmark: _Toc44004162][bookmark: _Toc50022216][bookmark: _Toc21835][bookmark: _Toc15756][bookmark: _Toc7522][bookmark: _Toc19029][bookmark: _Toc27948][bookmark: _Toc3806][bookmark: _Toc16652][bookmark: _Toc17871][bookmark: _Toc21435][bookmark: _Toc42769871][bookmark: _Toc50020943][bookmark: _Toc50021512][bookmark: _Toc4518][bookmark: _Toc25416943][bookmark: _Toc25417298][bookmark: _Toc31639120][bookmark: _Toc25740432][bookmark: _Toc25417765][bookmark: _Toc30155475][bookmark: _Toc30155595][bookmark: _Toc31360939][bookmark: _Toc50022865][bookmark: _Toc50309518][bookmark: _Toc50023450][bookmark: _Toc54769837][bookmark: _Toc54786152][bookmark: _Toc57641041][bookmark: _Toc59101394][bookmark: _Toc54779192][bookmark: _Toc57201003][bookmark: _Toc50579250][bookmark: _Toc157534618][bookmark: _Toc157747891]5.2.4	Key Issue #4: NWDAF enhancements to support network abnormal behaviours (i.e. Signalling signalling storm) mitigation and prevention
This Key key issue aims to provide solutions for prediction, detection, prevention, and mitigation of network abnormal behaviours, i.e. signalling storm, with the assistance of NWDAF. In particular, the following aspects will be addressed:
-	Identify scenarios that can result in a signalling storm situation.
-	Whether and how existing analytics or new analytics can be used to assist detection and/or prediction of signalling storm, including aspects of input /output data that needs to be collected/provided by the NWDAF.
What NF(s) will be consumer of such analytics and whether and how they can use them.
-	Whether and how signalling storm can be prevented and/or mitigated based on the inputs provided by NWDAF.
NOTE 1:	In terms of data access right, privacy and security improvement, cooperation with SA WG3 is needed.
[bookmark: _Toc509905226][bookmark: _Toc436124703][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037][bookmark: _Toc435670433]NOTE 2:	The study of this key issue will consider the study/work done by SA WG5 and CT WG4 in this regard already and collaborate with SA WG5/CT WG4 regarding the handling of abnormal network behaviours.
End of Changes
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